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Abstract— Feature selection is a fundamental problem in data 
mining to select relevant features and cast away irrelevant and 
redundant features from an original feature set based on some 
evaluation criterion. In this paper, we propose a filter method to 
find associate attributes with respect to class and rank using 
information gain. Highly associated features are searched using 
class association rule mining. Information gain is used for 
removing redundancy and for further pruning.The efficiency and 
effectiveness of our method is demonstrated through extensive 
comparisons with other methods using real-world data of high 
dimensionality. 
 

I. INTRODUCTION 
ATA MINING deals with the discovery of hidden 
knowledge, unexpected patterns and new rules from 
large databases. It often involves datasets with a large 

number of attributes. Many of the attributes in most real world 
data are redundant and/or simply irrelevant to the purposes of 
discovering interesting patterns. 
 Attribute reduction selects relevant attributes in the dataset 
prior to performing data mining. Attribute reduction is also 
known as feature selection. For example, high dimensional 
data (i.e., data sets with hundreds or thousands of features), 
can contain high degree of irrelevant and redundant 
information which may greatly degrade the performance of 
learning algorithms. Therefore, feature selection becomes very 
necessary for machine learning tasks when they face high 
dimensional data nowadays.  Thus the dimensionality of the 
datasets has to be reduced. Selection of features is one of the 
most important tasks for designing a good classifier. Before 
we enter the learning phase, it is said that as many features as 
possible are to be collected for improving the performance. 
Yet irrelevant and correlated may degrade the performance of 
the classifier. Large number of features may yield to complex 
models which make interpretation difficult.     This work aims 
to enhance feature selection methodologies and 
correspondingly the accuracy and performance of the 
algorithm. 

 
 

II. RELATED WORK  
Several feature selection techniques have been proposed in 

the literature, including some important surveys on feature 
selection algorithms such as Molina et al.[2] Guyon and 
Elisseeff [3]. Different feature selection methods can be 
categorized into the wrapper [4], filter [5-9] and the embedded 
model [1, 5]. The wrapper model uses the predictive accuracy 
of a predetermined learning algorithm to determine the 
goodness of the selected subset. The most important point 
about this method is the higher computational cost [4]. The 
filter model separates feature selection from classifier learning 
and selects feature subsets that are independent of any 
learning algorithm. It relies on various measures of the general 
characteristics of training data such as distance, information 
dependency and consistency [15]. Filter methods are found to 
perform faster than wrapper methods and are therefore widely 
used to deal with high dimensional datasets.  Several feature 
selection techniques have been proposed in the literature like 
Correlation-based feature selection (CFS), Principal 
Component Analysis (PCA),Gain Ratio Attribute 
Evaluation(GR) etc[17]. Most of these methods usually 
combine with some other method to find the appropriate 
number of attributes [18, 19]. There are some proposals on 
how to find optimal feature selection algorithms. They have 
comprehensively discussed about attribute selection based on 
entropy metrics [10, 11, 12]. Several new feature selection 
methods have been derived based on entropy metric such as 
symmetrical uncertainty, information gain and gain ratio [13] 
and mutual information [14]. The concept of two dimensional 
discriminant rules initially grew in association rules 
generation and also support for classification and regression 
[7]. The core of the operation is laid on the concept of x-
monotone region optimization. The concern of correlation in 
numeric and discrete class has been discussed in detail in 
comparison to accuracy level is considered for single 
attributes .The need to accommodate pair wise attributes as a 
two dimensional feature is applied as a pattern [18].Other 
recent researchers also attempt to explore the pair wise 
attributes selection in the aspect of noise detection [19]. 
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III. PROBLEM DEFINITION  
The enormity in the number of instances causes serious 

problems to many machine learning algorithms. High 
dimensional data (i.e., data sets with hundreds or thousands of 
features) can contain high degree of irrelevant and redundant 
information which may greatly degrade the performance of 
learning algorithms. In general any learning algorithm faces 
the problem of selecting a subset of features upon which 
attention must be focused.  Therefore, feature selection 
becomes very necessary. In this paper Feature selection is 
done using class association rule incorporated along with 
information gain. Our proposed method filters out the 
irrelevant attributes to target class by rule generation 
according to class based association rule [20] and then select 
features with relevant support and confidence value. 
Redundancy from the selected features is removed using 
information gain algorithm. 

IV. PROPOSED METHODOLOGY  
In this work, we propose a filter approach to select relevant 

features based on the associations among them. Such 
associations can be discovered using class based association 
rule mining. The proposed associative feature selection 
approach is based on the heuristics discussed above to 
separate relevant and irrelevant terms. The occurrence of 
terms in many association rules means that they are associated 
with many other terms. These terms should then be assigned 
with a high score so that they are considered as relevant terms. 

 On the contrary, terms that occur infrequently in 
association rules should be assigned with a low score of 
irrelevant terms. The assignment of scores to features 
comprises the following three steps:  
 
(1) We first determine the constraints of the association rules; 
(2) We search for association rules satisfying the constraints;  
(3) Further reduce feature by setting threshold and removing 
redundant features using information gain by ranking criteria. 

 
In the first step, we determine the constraint F for the 

association rules: F: ARs → Boolean. Here, ARs is the set of 
all association rules on the set of terms. Conventionally, the 
constraint for association rules is that the values of support 
and confidence should be greater than the minimal values 
(thresholds) of min_supp and min_conf. The constraint F can 
also include other measures for mining association rules.  

The second step searches for association rules that satisfy 
the constraint F. The typical approach for searching 
association rules is the Apriori algorithm[16]. In this 
approach, the support measure is first used to filter out most of 
the rules that do not satisfy min_supp. The confidence 
measure (or other measures) is then applied to the remaining 
rules that satisfy min_conf. 

Finally, the threshold is set for selected features by 
retrieving the percentage of selected features from the set of 
original features. Redundancy is also removed from those 

selected features having similar ranking. 
Here pruning is done at two stages, One is to prune low 

score feature based on the confidence and support value. The 
other is to prune redundant attributes which are present within 
the threshold value. 

 
PROPOSED ALGORITHM 

Input:  
S (a1, a2, a3……aN, C)               // a training dataset 
 M instance, S classes 
 Min sup, min conf       // minimum support  and confidence 
Output:  
Sbest                                                 //selected   features 
                                                                    

Find Relevant Features: 
 
1     begin 
2         ck    :  candidate item set of size k; 
3         Lk  :  frequent item set of size k;                       
4         L1   :  frequent item set1; 
5         C1   :  class label; 
6         L2  :  combine L1 and C1 and check with minsup and conf; 

7         for k=2 to Lk! =null do begin 
8                  Lk+1 : combine Lk and Lk; 
9                  ck+1   :   candidates generated from Lk+1; 
10                for each transaction t in database d do begin 
11                count++;                   //all candidates in ck+1  
12                Lk+1  : candidates in cK+1 with minsup and minconf;        also in t 
13                end; 
14       end; 
15    Slist  :  selected feature from rule  
16    Selected percentage = (selected feature/total feature) * 100; 
 
 
                        
Remove Redundant Features:       
 
17    find gain value for Slist features using info gain algorithm; 

18     
2

1
Info(D)= log ( )

m

i i
i

P P
=

− ∑       //m-no of distinct class  

19        for each feature  value              

20     |D |
|D|

1
Info (D)= ( )*Info(D )j

A

v

j
j=
∑ //v-no of distinct value    

21      Gain(A)=Info(A)-Info (D)A
                                                          

22       end 
23       if two or more have same gain value 
24                 remove all redundant features leave one feature 
25       end 
26       No of feature select = (selected percentage/100)*  
                                                   selected feature    
27       Sbest :  Final Selected feature    ;   
Where, Final Selected feature =No of feature select - feature selected from 
order of Info gain value 

 
Let dataset have N features, M instances, S target classes. 

Towards the end of the proposed algorithm, association rules 
are generated, from which we select the corresponding 
feature. To remove redundancy from relevant features we go 
for information gain.  Using information gain algorithm, the 
gain value for each attribute with class label is calculated. If 
two or more features have same information gain value, that is 
called as redundancy. Remove those redundant features. Sbest 
is the final selected based on percentage calculation. 

The above proposed algorithm is based on the following 
two concepts namely the class based and correlation based 
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association rule mining. 

A. Class Based Association 
 Association rule mining has gained a great deal of 

attention. Formally, an association rule R is an implication X 
 Y, where X and Y are sets of items in a given dataset. The 
confidence of the rule confidence(R) is the percentage of 
records that contain Y among the total number of records 
containing X. The support of the rule ‘support(R)’ is the 
percentage of records containing X and Y with respect to the 
number of all records.  

Let P[S] be the probability of an itemset S present in a 
certain transaction of the database. P[S] can be considered as 
the support of the itemset S as defined above,(also denoted as 
support(S)).The antecedence support is denoted by P[X] and 
the consequence support by P[Y] of the rule R. Assume that 
the database contains N records with the numbers of records 
that contain X, Y, and both X and Y are a, b, and c 
respectively. It can be implied from the definitions of support 
and confidence of association rules that support(R) = c/N and 
confidence(R) = c/a; and from the definition of support of an 
itemset that P[X] = a/N, P[Y] = b/N and P[X ∧ Y] = c/N. 
Thus, the values of supp(R) and conf(R) can be computed 
using P[X ∧ Y] and P[Y] as follows: 

 
       ( ) [ ]Support R P X Y= ∧                         (1)                     

                     [ ]
[ ]( ) P X Y

P XConfidence R ∧=                     (2)    

The confidence of a rule R measures the implication 
relation of the antecedence (X) to the consequence (Y), which 
is the actual interestingness to the rule. It shows the prediction 
of Y when X occurs.  

Association rules are proposed for resolving market basket 
problems on transactional data. However, when all rule targets 
are constrained by the class labels, association rules become 
class (or constraint) association rules and they can be used for 
classification purpose. 

B. Information Gain 
 In our solution we adopt an approach based on the 

information-theoretical concept of entropy, a measure of the 
uncertainty of a random variable. . The entropy of a variable X 
is defined as  

              
2( )= ( ) lo g( ( ))i i

i
H X P x P x∑                  (3) 

and the entropy of X after observing values of another 
variable Y is defined as            

 
      

2( ) ( ) ( ) lo g( ( ))i i
j j

x xX
Y y yj

j i
H P y P P= ∑ ∑        (4) 

where P(xi) is the prior probability for all values of X, and 
P(xi/yj) is the posterior probability of X  given the values of 
Y. The amount by which the entropy of X decreases reflects 
additional information about X provided by Y and is called 
Information gain given by 

                ( ) ( ) ( )X X
Y YIG H X H= −                           (5) 

 According to this measure, a feature Y is regarded to be 
more correlated to feature X than to feature Z, if IG(X/Y) > 
IG(Z/Y). Symmetry is a desired property for a measure of 
correlations between features. However, information gain is 
biased in favor of features with more values. Furthermore, the 
values have to be normalized to ensure that they are 
comparable and have the same aspect. If two or more features 
have the same value of information gain, they are removed 
from the dataset to reduce redundancy. 

V. IMPLEMENTATION OF PROPOSED ALGORITHM 
The proposed algorithm is implemented using Java net 

beans. The Oracle ODBC driver is first created, and then the 
‘Oracle ODBC driver’ is selected in the ‘Create new Data 
Source’ window. The properties ‘Data Source name’, 
‘Description’ and ‘User ID’ are given in the ‘ODBC Setup 
window’. The user interface (GUI) is designed to be simple 
and user friendly. The user interface consists of three buttons. 
Button1 is ‘Read Input from Arff Format’. On clicking 
Button1, a file chooser is opened to select the ARFF file and it 
converts the selected input arff file into oracle. Button2 is 
‘Features based on Class association. On clicking Button2 
new window opens to get support and confidence values, a 
dataset undergoes attribute reduction using class association 
rule mining method. Class association rule mining will select 
the relevant features with minimum support and confidence 
values. Button3 is ‘Features based on Info gain’. On clicking 
Button3, features selected from button2 is further undergoes 
attribute reduction using information gain. Information gain is 
used to reduce redundant attribute by calculating gain value. 
On clicking Button4 i.e. ‘display features’, features selected 
from Button2 will be displayed. Button5 is to drop tables. 
Links are provided appropriately for each button, so that each 
option opens in a separate window so as to make the user 
understand and feel free to access it.                   

VI. PERFORMANCE EVALUATION 
In order to evaluate the efficiency and performance of our 

proposed methodology, we conduct tests on various datasets. 
Table 1 gives the list of datasets chosen for evaluation along 
with the number of features and instances present in each 
domain. These domains are then subject to various feature 
selection methods that already exist. The results obtained from 
existing methods and our proposed methodology has been 
tabulated in Table 2. The domains with the reduced number of 
features are then evaluated with classifiers like J48 and Naïve 
bayes. Their performance measures are shown in Table 3 and 
Table 4 respectively. It seen from the tables that our proposed 
method selects lesser number of features when compared to 
other methods. The time taken for classification reduces, 
consequently increasing the efficiency of the classification 
algorithms. Table 5 gives the performance of the entire set of 
features. Figure 1 depicts the improvement in accuracy when 
NB is applied to a set of selected features from a feature 
selection algorithm. The improvement in accuracy when 
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Information Gain, association rule mining and NB are applied 
sequentially to a set of selected features is shown in Figure2. 
A comparative analysis of accuracies of applying C4.5 and 
NB after information gain and ARM, over a set of selected 
features is shown in Figure 3.From the above observations, we 
show the following results. 

 
1.Reduced (or equal) number of selected features when 

compared to other methods in datasets such as vote, 
spectheart, shuttle, monk, Hayes Roth, car evaluation, contact 
lenses, postoperative, weather, parity  (refer Table 2) . 

2. Improved performance (or equal) when compared to the 
performance of other feature selection methods,  

    A.With j48 classifier in datasets such as vote, spectheart, 
shuttle, monk, contact lenses, postoperative (refer Table 3). 

    B. With naïve bayes classifier in datasets such as vote, 
spectheart, shuttle, parity, weather, nursery, monk, contact 
lenses, postoperative.      (refer Table 4) 

3. Improved performance (or equal) when compared to the 
performance of with total features, (refer Table 5 & 7) 

   A. With naïve bayes classifier in datasets such as vote, 
shuttle, parity, weather, monk, contact lenses, tic-tac, car 
evaluation. 

B. With j48 classifier in datasets such as shuttle, contact 
lenses, postoperative. 

C. With ID3 classifier in datasets such as spectheart, 
shuttle, parity, monk, contact lenses.  

VII. CONCLUSION AND FUTURE WORK 
The objective of this paper is to describe a novel approach 

for attribute reduction. In data-mining, most of the 
classification algorithms are less accurate due to the presence 
of some relevant and redundant attributes in the dataset. A 
new Attribute Reduction algorithm using class based 
association rule mining has been incorporated along with 
information gain and evaluated through extensive 
experiments. We used Apriori algorithm to identify the 
relevant attributes and remove irrelevant attributes from the 
dataset. We then remove redundant features using information 
gain. Our approach demonstrates its efficiency and 
effectiveness in dealing with high dimensional data for 
classification. Our future work, involves the study to combine 
this approach with feature discretization algorithms to 
smoothly handle data of different feature types. 
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APPENDIX
 

Table I 
Dataset Description: 

 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Table II 
Number of selected features for each feature selection algorithm 

 

Dataset Cfs 
Chi 

squar
e 

Gai
n 

Info 
gain 

Oneratt
r Symmetric Relief Associatio

n 
Class Association 

& Infogain 

Vote 4 6 7 7 6 7 8 3 2 
Spectheart 12 8 10 9 16 9 8 11 6 

Shuttle 2 6 3 5 4 4 4 6 1 
Parity 3 6 6 6 6 6 6 5 3 
Monk 2 2 2 2 2 2 2 4 2 

Nursery 1 1 1 1 5 5 3 5 4 
Postoperative 5 5 5 5 7 7 5 6 4 
Hayes Roth 1 3 3 3 3 3 3 3 1 

tic-tac 5 1 1 1 1 1 5 5 4 
car evaluation 1 6 6 6 6 6 5 3 2 
contact lenses 1 2 2 2 3 1 3 3 2 

Weather 2 2 2 2 3 2 2 3 2 
Soybean(Small

) 22 35 35 35 35 35 35 40 28 

 
 
 
 
 
 
 
 

Dataset Instances Features Classes 
Vote 435 17 2 

Spectheart 267 23 2 
shuttle landing 15 7 2 

Parity 100 11 2 
Monk 124 6 2 

Nursery 12960 9 3 
Postoperative 57 9 3 
Hayes Roth 132 6 3 

tic-tac 958 10 2 
Carevalution 1728 7 4 

Contact lenses 24 5 3 
Weather 14 5 2 

Soybean(Small) 35 47 4 
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Table III 
Accuracy of C4.5 on selected features for each feature selection algorithm 

 
 
 

Table IV 
Accuracy of NB on selected features for each feature selection algorithm 

 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Accuracy of NB on selected features for each feature selection algorithm 

Dataset Cfs Chi-
square Gain Info gain Oneattr Symmetric Relief Associati

on 

Class 
Associatio

n& 
Info gain 

Vote 96.092 95.6322 91.7241 91.7241 95.6322 91.7241 96.092 95.6322 95.6322 
Spectheart 81.6479 79.4007 75.6554 75.6554 79.0262 757.655 79.4007 79.4007 79.4007 

Shuttle 53.3333 53.3333 60 53.3333 60 53.333 53.3333 53.333 53.3333 
Parity 44 40 40 40 50 40 48 50 46 
Monk 91.9355 91.9355 91.9355 91.9355 91.9355 91.935 91.9355 90.322 91.9355 

Nursery 70.9722 70.9722 70.9722 70.9722 90.7407 70.972 89.213 78.603 78.248 
Postoperative 71.1864 71.1864 71.1864 71.1864 71.1864 71.186 71.1864 71.929 71.9298 
Hayes Roth 37.8788 50 50 50 70.4545 70.454 70.4545 70.454 54.5455 

Tic-tac 79.4363 69.9374 69.9374 69.9374 69.9374 69.937 79.4363 79.436 76.3048 
car evaluation 70.0231 92.3611 92.3611 92.3611 92.3611 92.3611 93.2292 80.324 76.5625 
contact lenses 70.8333 87.5 87.5 87.5 58.3333 70.833 83.3333 83.333 87.5 

Weather 42.8571 42.8571 42.8571 42.8571 50 42.857 42.8571 64.285 42.8571 
Soybean(Small) 96.31  98.15 98.15 98.15 98.15 98.15 98.15 91.33 98.23 

Dataset Cfs Chi 
square Gain Info gain Onerattr Symmetric Relief Association 

Class 
Association 

& 
info gain 

Vote 96.092 91.0345 91.7241 91.7241 91.0345 91.7241 93.5633 92.8736 95.6322 
Spectheart 82.0225 76.779 80.1498 79.0262 79.0262 79.0262 76.779 77.1536 77.9026 

Shuttle 80 80 80 73.3333 73.3333 73.3333 73.3333 80 80 
Parity 50 46 46 46 47 46 43 47 51 
Monk 100 100 100 100 100 100 100 99.1935 100 

Nursery 70.9722 70.9722 70.9722 70.9722 88.8426 70.9722 87.6543 77.2531 77.3848 
Postoperative 72.8814 72.8814 72.8814 72.8814 67.966 72.8814 76.2712 71.9298 75.4386 
Hayes Roth 37.8788 59.8485 59.8485 59.8485 81.8182 59.8485 81.8182 81.8182 54.5455 

tic-tac 72.4426 69.9374 69.9374 69.9374 69.9374 69.9374 72.4426 72.4426 70.5637 
Car evaluation 70.0231 85.5324 85.5324 85.5324 85.5324 85.5324 85.3588 79.5718 76.8519 
Contact lenses 70.8333 87.5 87.5 87.5 54.1667 70.8333 83.3333 83.3333 87.5 

Weather 78.5714 78.5714 78.5714 78.5714 71.4286 78.5714 78.5714 50 78.5714 
Soybean(Small) 94.47 92.94 92.94 92.94 92.94 92.94 92.94 87.34 92.94 



Vol. 1/No. 2 (2009) INTERNETWORKING INDONESIA JOURNAL 23 

ISSN: 1942-9703 / © 2009 IIJ 
 

 

 
 
 

Table V 
Accuracy of ID3, C4.5 and NB on full set of features 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 2: Improvement in performance of Naive Bayes Classifier 

DATASET TOTAL 
FEATURES ID3 (%) C4.5 (%) NAIVE 

BAYES (%) 
Vote 16 - 96.3218 90.1149 

Spectheart 22 70.0375 80.8989 79.0262 
Shuttle landing 6 60 53.3333 80 

Parity 10 45 48 40 
Monk 5 95.9677 90.3226 99.1935 

nursery 8 98.1867 97.0525 90.3241 
postoperative 8 69.4915 71.1864 - 
Hayes Roth 5 0 72.7273 80.303 

tic-tac 9 83.4029 85.0731 69.6242 
Carevalution 6 89.3519 92.3611 85.5324 

Contact lenses 4 70.8333 83.3333 70.8333 
Weather 4 85.7143 50 57.1429 

Soybean(Small) 35 91.50 92.09 92.97 
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Figure 3: Improvement in performance of C4.5 and Naive Bayes Classifier 
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